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Abstract—Using U.S. Census data for 1990 to 2000, we estimate effects of
NAFTA on U.S. wages. We look for effects of the agreement by industry and
by geography, measuring each industry’s vulnerability to Mexican imports
and each locality’s dependence on vulnerable industries. We find evidence
of both effects, dramatically lowering wage growth for blue-collar work-
ers in the most affected industries and localities (even for service-sector
workers in affected localities, whose jobs do not compete with imports).
These distributional effects are much larger than aggregate welfare effects
estimated by other authors.

I. Introduction

PERHAPS the most passionately debated issue in trade
policy within the United States in a generation has

been the implementation of the North American Free Trade
Agreement (NAFTA), signed by the governments of the
United States, Canada, and Mexico in 1993. Opponents
believe that it has devastated some parts of the country
by encouraging multinationals to shift operations to Mex-
ico, while proponents argue that it has boosted U.S. exports
and thus job growth. Despite the age of the agreement, as
recently as 2008, it became the subject of intense political
debate, with Democratic presidential candidates competing
with each other in denunciations of the agreement in Ohio,
a state in which many voters blame the agreement for local
economic difficulties (Austen, 2008). Brown (2004) presents
a passionate example of the liberal noneconomist’s case
against NAFTA, arguing that it has destroyed millions of
U.S. jobs, as well as caused environmental problems.

One aspect of popular opposition to NAFTA has been
the claim that it has had a disparate impact geographically,
that it has impoverished particularly vulnerable towns even
as others have prospered. Leonhardt (2008), for example,
describes the anti-NAFTA sentiment in Youngstown, Ohio,
which had suffered a long economic decline that many resi-
dents blamed partly on NAFTA. In particular, residents had
recently seen the shuttering of the Youngstown Steel Door
plant, which had been the leading supplier of steel doors
for railway cars in North America for decades; the capital
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was purchased by a foreign firm and shipped to a plant in
Mexico.1

Unfortunately, economists to date have not provided an
answer to the question of whether NAFTA has indeed had
the effects ascribed to it by its opponents. This paper is an
attempt to do so. We ask whether we can identify subsets of
U.S. workers whose incomes were seriously diminished by
the agreement, and if so, whether they follow an identifiable
geographic pattern.

Our approach is to do what seems like the simplest pos-
sible exercise to look for signs of the effects that NAFTA
opponents claim. We try to identify local labor market effects
of the tariff reductions brought about by NAFTA, using pub-
licly available U.S. Census data from 1990 and 2000, taken
from the IPUMS project at the Minnesota Population Center
(www.ipums.org; see Ruggles et al., 2010). These data have
enough richness to enable us to capture the features we need
to capture.

Three features in particular should be highlighted. First,
we need to be able to control for a worker’s industry of
employment in order to allow for the likelihood that workers
in industries that compete with imports from Mexico will be
affected differently from workers in other industries.2 The
Census data have a coarse but adequate division of workers
into industries that allows us to do so.

Second, the issue that has been foremost in much of the
political debate is a geographic one: the claim that workers
in some vulnerable locations have been harmed relative to
workers in other places. Thus, we need detailed geographic
data and a measure of how vulnerable a given location is
likely to be to the effects of NAFTA. The IPUMS data iden-
tify each worker as living in one of the Consistent Public-Use
Microdata Areas, or conspumas, and this allows us to control
for geography. In particular, in addition to controlling for the
industry in which a worker is employed, we can control for
how many of the other workers within a worker’s conspuma
are employed in industries that will compete directly with
imports from Mexico. This will be interpreted as the local
vulnerability of the labor market to the effects of NAFTA.

Finally, the agreement was framed as a gradual phase-in
of tariff elimination between the three countries, starting in
1994 and continuing for ten years (with a few tariffs contin-
uing to 15 years). The negotiated schedule of liberalization
was different for each sector of the economy. As a result, for

1 Other examples abound. Brown (2004) argues that the agreement was
a devastating blow to the towns of Nogales, Arizona, and El Paso, Texas.
At the same time, the town of Laredo, Texas, enjoyed a dramatic economic
boom based on traffic to and from Mexico following the agreement (Dug-
gan, 1999). Kumar (2006) argues that the Texas economy as a whole has
benefited from exports to Mexico as a result of the agreement.

2 Note that we are not interested in imports from Canada, since tariffs
between the United States and Canada had already been eliminated by the
Canada–U.S. Free Trade Agreement.
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some industries, the period from 1990 to 2000 would repre-
sent the period of an announcement of tariff reductions, most
of which occurred after 2000. For other industries, the same
period would be one of rapid elimination of tariffs. Indus-
tries vary in both their initial tariffs and the rate of tariff
drawdown, so we control for both separately.

Post-NAFTA, much work on the economic effects of
the agreement has focused on trade creation and trade
diversion. Romalis (2007) studies changes in trade flows fol-
lowing NAFTA and finds that the trade diversion effects of
the agreement were substantial and swamped any benefits
from trade creation, leaving a net aggregate welfare ben-
efit for the United States of about 0. Caliendo and Parro
(2015) calibrate and simulate an Eaton-Kortum type of
model of North American trade to estimate the effects of
NAFTA. Taking full account of enhanced trade in interme-
diate inputs and interindustry input-output linkages, they find
very small increases in welfare for each NAFTA country as
a result of the agreement. Neither of these papers addresses
within-country income distribution, which is our focus.

A few papers have looked at aggregate effects on U.S.
labor markets, summarized in Burfisher, Robinson, and
Thierfelder (2001), and have found only small effects. Sev-
eral authors have looked at labor market effects in Mexico.
Hanson (2007) finds that in the most globalization-affected
regions of Mexico over the introduction of NAFTA, both
inequality and poverty fell relative to the rest of the coun-
try. Prina (2015, 2013) finds that Mexican small farmers
tended to benefit from the agreement on balance and that
there does not seem to have been much of an effect on rural
landless workers. Robertson (2004) finds that the prices of
unskilled-intensive goods fell in Mexico following NAFTA,
reversing the prior trend and, with them, skilled-wage premi-
ums. Chiquiar (2008) shows that skill premiums in Mexico
following NAFTA fell in parts of the country more inte-
grated with world markets relative to more isolated parts of
the country. Trefler (2004) looks at the effect of the Canada-
U.S. Free Trade Agreement on labor markets in Canada but
did not look for local labor market effects.

We here borrow ideas from a variety of sources. A num-
ber of studies identify effects of a national trade shock on
local labor markets, most notably the pioneering paper by
Topalova (2007), who constructed an employment-weighted
average tariff for each Indian district to identify the dif-
ferential effects of local labor market shocks on different
locations. Kovak (2013) uses a similar technique for Brazil,
derived explicitly from a general equilibrium model. These
studies indicate significant location-specific effects of trade
shocks on wages, which of course implies mobility costs of
some sort for workers that prevent them from arbitraging
wage differences across locations. A rich literature exam-
ines the correlation of changes in industry tariffs or other
industry-specific trade shocks with industry wages. Revenga
(1992) finds effects of an industry’s import price on that
industry’s wages in the United States. Pavcnik, Attanasio,
and Goldberg (2004) find such effects for Colombia. Here,

we allow for both local labor market effects and industry
effects.

A number of studies have isolated effects of imports from
a specific geographic origin on domestic labor markets.
Bernard, Jensen, and Schott (2006) find that imports from
low-wage countries have much more pronounced effects on
the survival probabilities of U.S. plants in the same prod-
uct category than imports from other locations. Ebenstein
et al. (2014) show that offshoring to low-wage countries is
associated with reductions in U.S. employment in the same
industry, while offshoring to high-wage countries has the
opposite effect. Autor, Dorn, and Hanson (2013) show that
a rise in China’s share of imports reduces wages in U.S.
localities where employment is concentrated in the affected
industries. Although Mexico is not a low-wage country by
the definition used in these papers, we do isolate Mexico-
specific effects of imports on U.S. workers in a similar
manner.

In addition, Kennan and Walker (2011) and Artuç, Chau-
dhuri, and McLaren (2010) estimate structural models of
labor mobility, the former focusing on geographic mobility
and the latter on interindustry mobility. Both studies find
large costs to moving, but not enough to keep a substantial
number of workers from moving when economic shocks call
for it. Our reduced-form regression can be interpreted as
providing confirming evidence for such moving costs.

To anticipate results, we find that NAFTA-vulnerable
locations that lost their protection quickly experienced sig-
nificantly slower wage growth compared to locations that had
no protection against Mexico in the first place, particularly
for blue-collar workers. For the most heavily NAFTA-
vulnerable locations, a high-school dropout would have up to
8 percentage points slower wage growth from 1990 to 2000
compared to the same worker in a location with no initial
protection. There is, however, an even larger industry effect,
with wage growth in the most protected industries that lose
their protection quickly falling 17 percentage points relative
to industries that were unprotected to begin with. We show
that these results are not driven by preexisting trends, prevail-
ing general globalization, or the coincident rise of imports
from China.

To put it in concrete terms, the effect of NAFTA on most
workers and on the average worker is likely modest, but
for an important minority of workers, the effects are very
negative. A high school dropout living in an apparel- and
footwear-dependent small town in South Carolina, even if
she is employed in the nontraded sector such as in a diner,
where she would appear to be immune to trade shocks,
would see substantially lower wage growth from 1990 to
2000 than if she were in, for example, College Park, Mary-
land, which has few NAFTA-vulnerable jobs. For the diner
employee in the South Carolina town, as tariffs come down,
the local workers in tradable sectors that do compete with
Mexico start seeking jobs in the local nontraded sectors and
so compete with the diner employee for employment. At the
same time, if the same worker had been employed in those
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vulnerable tradables sectors when the agreement was signed,
she would be hurt twice, with a much lower wage growth
than fellow workers who were already working in the diner.
These effects, however, are much smaller, and statistically
insignificant, for college-educated workers, whose incomes
seem to be impervious to NAFTA effects.

II. Empirical Approach

The approach we have described requires a measure of
protection by industry and also by geographic location. Note
that for each industry j of the 89 Census traded-goods indus-
tries, we have an average tariff, τ

j
t , assessed on goods from

industry j entering the United States from Mexico. To turn
this into a measure of protection in geographic terms, we
compute the initial average tariff in a given location, c,
which we interpret as the vulnerability of the location to
NAFTA. We define this similarly to the local average tariff in
Topalova (2007) and Kovak (2013), but we take into account
that Mexico is not good at producing everything; a high tar-
iff on imports of good j from Mexico makes no difference
if Mexico has no comparative advantage in j and will not
export it regardless of the tariff. We thus form a local tariff,
averaged across industries weighted by local employment
in each industry and also by Mexico’s revealed comparative
advantage in each industry.

A location’s weighted local average tariff (which we will
sometimes call its vulnerability) is defined as

locτc
1990 ≡

∑Nind
j=1 Lcj

1990RCA jτ
j
1990∑Nind

j=1 Lcj
1990RCA j

, (1)

where Lcj
t is the number of workers employed in industry j

at conspuma c at date t, Nind is the number of industries, and

RCA j =

(
xMEX

j,1990

xROW
j,1990

)
(∑

i xMEX
i,1990∑

i xROW
i,1990

)

is Mexico’s revealed comparative advantage in j, a slight
adaptation of Balassa’s (1965) familiar formulation. Here,
xMEX

j,1990 is Mexico’s exports of good j to the rest of the world
excluding the United States (ROW) and xROW

j,1990 is total exports
of good j from countries excluding the United States and
Mexico to each other. Therefore, RCA j is Mexico’s share
of ROW trade in good j, divided by Mexico’s share in total
ROW trade. The interpretation is that if RCA j > 1, Mexico
has more of a tendency to export j than the average product
and thus has a revealed comparative advantage in good j.3

3 In all studies based on local average tariffs, how to treat nontraded indus-
tries is a tricky issue. Kovak (2013) studies a general equilibrium model with
a nontraded sector, and suggests that since an index of nontraded prices
will tend to move in equilibrium in the same direction as an index of traded
prices, omitting nontraded employment in the calculation of the local aver-
age tariff will capture the effect of a given tariff change properly. This is also

This gives rise to the realized local tariff change, loc�τc ≡∑Nind
j=1 Lcj

1990RCA j�τ j

∑Nind
j=1 Lcj

1990RCA j
, where �τ j is the change in the tariff on

good j imports from Mexico from 1990 to 2000.
Now, to show how we attempt to deal with variation in

the timing of liberalization, for the moment set aside geogra-
phy and focus on industry-level effects (which would be an
appropriate approach if, for example, we were certain that
geographic mobility costs were 0). Then we could estimate
a regression as follows,

log(wi) = αXi +
∑

j

αind
j indi, j

+
{
θ1yr2000iτ

j(i)
1990 + θ2yr2000i�τ j(i)

}
+ εi,

(2)

where i indexes workers; Xi is a set of individual characteris-
tics; j(i) is the index of worker i’s industry; indi, j is a dummy
variable that takes a value of 1 if individual i is employed in
industry j; yr2000i is a dummy that takes a value of 1 if indi-
vidual i is observed in the year 2000; �τ j = τ

j
2000 − τ

j
1990;

εi is a random disturbance term; and the α’s and θ’s are
parameters to be estimated.4

In this specification, two factors allow for wages to grow
at different rates between 1990 and 2000 in different indus-
tries, both captured by the two terms in braces. The more
obvious of these is that the tariff on industry i’s products
imported from Mexico may fall at different rates for differ-
ent industries; this is captured by the change in tariff in the
second term in braces. However, we also include the initial
tariff separately from the change in tariff in the first of the
two terms in braces. There are a number of reasons an indus-
try whose tariff goes from 3% to 0% over the span 1990 to
2000 might show different effects from an industry whose
tariff goes from 13% to 10%, for example. Among those
reasons is the fact that the latter industry would be expected
to undergo further liberalization in the subsequent years.5
We allow for all such possible effects by controlling for the
initial tariff separately from the change in tariff.

Equation (2) summarizes the essence of our approach to
timing of liberalization, but in practice, we are interested
in capturing more detail than it entails. In particular, we
wish to allow the effects on wages to differ by educational
class. We break the sample down into four classes—less
than high school, high school graduate, some college, and
college graduate—and allow both the initial wage and the
wage growth to vary by these categories. This yields the
richer regression equation:

followed by Hasan, Mitra, and Ural (2007). In our approach, we effectively
are doing the same thing, since for any nontraded industry j, we set RCA j

to 0.
4 Note that our Census data, which we will describe in detail shortly, take

the form of two cross sections rather than a panel. Each individual i in the
sample is observed once; some are observed in 1990 and some in 2000.

5 Artuç, Chaudhuri, and McLaren (2008) explore how anticipated future
liberalization can affect the behavior of wages in a model of dynamic labor
adjustment.
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log(wi) = αXi +
∑

j

αind
j indi, j +

∑
k �=col

γ1keducik

+
∑

k

γ2keducikyr2000i +
∑

k �=col

θ1keducikτ
j(i)
1990

+
∑

k

θ2keducikyr2000iτ
j(i)
1990 +

∑
k �=col

θ3keducik�τ j(i)

+
∑

k

θ4keducikyr2000i�τ j(i) + εi, (3)

where educik is a dummy variable taking a value of 1 if
worker i is in educational category k. The parameters of
interest here, corresponding to the initial tariff effect and the
impact effect discussed in the context of equation (2), are
θ2k and θ4k .6

Equation (3) allows for a rich characterization of the
response to NAFTA that varies by industry and education,
but it does not yet allow for geography. To incorporate that,
we include terms that treat local average tariffs as in equation
(1) in a way that is parallel to the treatment of industry tar-
iffs. In addition, to be consistent, in controlling for the level
of protection by industry, we use the product of industry tar-
iff with the revealed comparative advantage, RCA jτ

j
1990. We

also allow for a different rate of wage growth for locations
on the U.S.-Mexico border, producing our main estimating
equation:

log(wi) = αXi +
∑

j

αind
j indi, j +

∑
c

αconspuma
c conspumai,c

+
∑

k �=col

γ1keducik +
∑

k

γ2keducikyr2000i

+
∑

k �=col

δ1keduciklocτc(i)
1990 +

∑
k

δ2keducikyr2000ilocτc(i)
1990

+
∑

k �=col

δ3keducikloc�τc(i) +
∑

k

δ4keducikyr2000iloc�τc(i)

+
∑

k �=col

θ1keducikRCA jτ
j(i)
1990 +

∑
k

θ2keducikyr2000iRCA jτ
j(i)
1990

+
∑

k �=col

θ3keducikRCA j�τ j(i) +
∑

k

θ4keducikyr2000iRCA j�τ j(i)

+ μBorderc(i)yr2000i + εi, (4)

where conspumai,c is a dummy variable that takes a value
of 1 if worker i resides in conspuma c, c(i) is the index of
worker i’s conspuma, and loc�τc(i) is the change in tariff for
location c, as defined at the beginning of this section.7

The parameters of primary interest here are δ2,k and δ4,k ,
which measure the initial-tariff effect and the impact effect,

6 The term with θ3k is included only for consistency; it does not seem to
have much economic meaning and does not make much difference whether
it is included in the regression.

7 We make the identifying assumption that the initial tariffs and the
changes in tariffs are uncorrelated with the shocks εi. In particular, this
assumption would be violated if wages of blue-collar workers were affected
by adverse preexisting long-run trends, which also affect initial tariffs
through the political process. We study the viability of this identifying
assumption, in particular the issue of preexisting trends in section IVC.

respectively, for the local average tariff, and θ2,k and θ4,k ,
which measure the initial-tariff effect and the impact effect,
respectively, for the industry tariff. If it is easy for workers
to move geographically, so that local wage premiums are
arbitraged away but difficult for workers to switch industry,
we will observe δ1,k , . . . , δ4,k = 0 while θ1,k , . . . , θ4,k �= 0.
In that case, industry matters but location does not. This,
together with the assumption that θ2,k = 0, is how the model
in a number of studies such as Pavcnik et al. (2004) is
set up. On the other hand, if it is difficult for workers to
move geographically but easy to switch industries within one
location, we will see the opposite: δ1,k , . . . , δ4,k �= 0 while
θ1,k , . . . , θ4,k = 0. A pure Youngstown effect would be indi-
cated by δ4,k > 0 while δ2,k = θ2,k = θ4,k = 0. This would
imply that an export sector worker in Youngstown (with its
industries that compete with Mexican imports) would suffer
a wage reduction due to NAFTA, while an import-competing
worker in Arlington, Virginia (with only very few workers
employed in industries that compete with Mexican imports),
would not. This is how the model in Kovak (2013) is set up.

Finally, for a location that loses all of its protection within
the sample period, the effect on wages within the sample
period is equal to δ2,k − δ4,k , while for an industry that loses
all of its protection within the sample period, the effect on
wages within the sample period is equal to θ2,k − θ4,k .

It should be noted that a change in wages brought about by
trade policy will tend to overestimate the welfare change for
the workers in question, because the welfare change depends
on lifetime utility, which includes option value (Artuç et al.,
2010). To assess those welfare changes, we would need a
structural model, which is beyond the scope of this paper.

III. Data

We use a 5% sample from the U.S. Census for 1990 and
2000, collected from usa.ipums.org, selecting workers from
ages 25 to 64 who report a positive income in the year before
the census.8 We include the personal characteristics of age,
gender, marital status, whether the worker speaks English,
race, and educational attainment (less than high school, high
school graduate, some college, college graduate). In addi-
tion, we have the industry of employment and conspuma
of residence for each worker, as well as the worker’s pre-
tax wage and salary income. Our sample size is 10,320,274
workers.

We use data on U.S. tariffs on imports from Mexico col-
lected by John Romalis and described in Feenstra, Romalis,
and Schott (2002). We constructed a concordance to map
the eight-digit tariff data into the 89 traded goods indus-
try categories of the Census in order to construct industry

8 The sample includes individuals who report being employed, unem-
ployed, or not in labor force in the census year. We use the last industry of
employment for the unemployed and those not in labor force.
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Table 1.—Summary Statistics

Variable Mean SD Minimum Maximum Number

Individual level
Age 41 10 25 64 10,320,274
Male 0.53 0.50 0 1 10,320,274
Married 0.67 0.47 0 1 10,320,274
English speaking 0.99 0.09 0 1 10,320,274
White 0.81 0.39 0 1 10,320,274
High school dropouts 0.11 0.31 0 1 10,320,274
High school graduates 0.33 0.47 0 1 10,320,274
Some college 0.30 0.46 0 1 10,320,274
College graduates 0.26 0.44 0 1 10,320,274
Border 0.04 0.21 0 1 10,320,274

Industry level
Tariff in 1990, τ

j
1990 (%) 2.1 3.9 0 17 89

Change in tariff, �τ j (%) −1.7 3.4 −16.4 2.9 89
RCA1990 0.8 2.5 0 22.1 89
RCAτ

j
1990 (%) 1.0 2.0 0 8.8 89

RCA�τ j (%) −0.9 1.6 −7.0 0.01 89
Change in Imports, �M j (%) 2.9 6.5 −11.5 34.9 89

Conspuma level (excluding agriculture, RCA adjusted)
Local tariff in 1990, locτc

1990(%) 1.03 0.67 0.09 4.74 543
Change in local tariff, loc�τc (%) −0.92 0.61 −4.30 −0.08 543
Change in imports, �Mc(%) 0.75 0.56 −0.40 3.44 543

Industry-level tariff variables are computed from eight-digit HS tariff data weighted by imports from Mexico and are mapped into 89 tradable goods industries based on Census industry classification. RCA is
Mexico’s revealed comparative advantage in a particular industry as defined in the text. Conspuma-level variables are weighted by employment in industries of a given conspuma.

tariffs τ
j
t .9 We computed time-invariant trade weights using

imports from Mexico in 1990 to obtain a trade-weighted
average tariff for each Census industry.10 To construct Mex-
ico’s revealed comparative advantage in 1990, RCA j, we
used data on exports by reporting countries from the U.N.
Comtrade.11

Our measures of location and industry are both coarse
because of the nature of Census data. We would ideally pre-
fer to have information on the county of residence for each
worker, since a conspuma typically encompasses multiple
counties.12 By the same token, we have only 89 traded goods
industries, and so cannot make use of the rich variation in
tariff changes across tariff codes. Because of these issues,
we are likely to underestimate the effects of trade on wages
in both geographic and industry dimensions.

Table 1 shows descriptive statistics for the main control
variables. The sample is 53% male and 81% white, with
an average age of 41 years. High school dropouts are 11%
of the total, with the remainder about evenly split between
high school graduates, those with some college, and col-
lege graduates. The tariff in 1990 on Mexican goods ranged
across traded goods industries from 0 to 17%, with a mean of
2%. These tariffs are generally below the U.S. Most Favored
Nation (MFN) tariffs, which are charged on imports from

9 Note that only 89 of the 238 Census industry categories produce tradable
goods and can be mapped to trade data. Recall that nontraded industries are
not included in the calculation of the local average tariff. See note 3.

10 Trade data are obtained from the U.S. International Trade Commission
Trade and Tariff DataWeb at http://dataweb.usitc.gov.

11 The distribution of RCA is right-skewed (see the online appendix,
figure A1), with two extreme values for industries Oil and Gas Extraction
(22.1) and Newspaper Publishing and Printing (9.3).

12 The Census does record county information, but the publicly avail-
able microsamples do not consistently report it because of rules to protect
confidentiality.

World Trade Organization (WTO) members as a default. The
difference is due to the Generalized System of Preferences
(GSP), under which rich countries extend discretionary tar-
iff preferences to lower-income countries (Hakobyan, 2015).
After multiplying the tariff by RCA j to correct for Mex-
ico’s pattern of comparative advantage, we obtain a product
that ranges from 0 to 8.8% (for footwear). The initial aver-
age local tariff ranges across conspumas from approximately
0.09 to 4.74%, with a mean just above 1%.

Table 2 shows which industries received the most protec-
tion against Mexican imports, before adjusting for Mexico’s
comparative advantage (top half) and after (bottom half).
Comparison of the top and bottom halves shows that the
correction for Mexican comparative advantage makes a fair
amount of difference.13 The bottom half thus shows the
industries that have the greatest potential to be vulnerable
to NAFTA. The top two are footwear and oil and gas extrac-
tion, followed by carpets and rugs and plastics, all in the
range of 7.7% to 8.8%. The relationship between the 1990
tariff levels and the decline in tariffs between 1990 and 2000
mostly stays close to the 45 degree line, but with plenty of
deviations (figure 1). Industries whose tariffs fell much more
slowly than average include Footwear (initial tariff is 17%;
the 2000 tariff is 9.2%) and Structural Clay Products (ini-
tial tariff is 14.5%; the 2000 tariff is 7.1%). After adjusting

13 For example, of the 10 industries with the highest tariffs, only one
(Carpets and Rugs) has a value of RCA above 1; at the same time, Grain
Mill Products has the tenth highest tariff at 5.5%, but since its RCA is
only 0.08, its corrected tariff is not even in the top 20. Clearly, ignoring
Mexico’s comparative advantage would give a very distorted picture of
NAFTA’s effects.

An earlier draft did not correct for Mexican comparative advantage at
all. The results were qualitatively similar, but for the location variables,
the impact and initial tariff effects were larger, and the net effect was much
smaller. Those details are available in tables A1 and A2 the online appendix.



LOOKING FOR LOCAL LABOR MARKET EFFECTS OF NAFTA 733

Table 2.—Top Ten Most Protected Industries in 1990

Rank Industry Name τ
j
1990 (%) �τ j

1 Footwear, except Rubber and Plastic 17.0 −9.2
2 Apparel and Accessories, except Knit 16.6 −16.4
3 Canned, Frozen, and Preserved Fruits and Vegetables 15.9 −15.3
4 Knitting Mills 15.7 −15.7
5 Structural Clay Products 14.5 −7.1
6 Yarn, Thread, and Fabric Mills 9.3 −9.2
7 Leather Products, except Footwear 7.4 −5.5
8 Dyeing and Finishing Textiles, except Wool and Knit Goods 7.4 −7.4
9 Carpets and Rugs 6.9 −5.0
10 Grain Mill Products 5.5 −3.8

Adjusted for Mexico’s Revealed Comparative Advantage

Rank Industry Name RCAτ
j
1990 (%) RCA�τ j

1 Footwear, except Rubber and Plastic 8.8 −4.8
2 Oil and Gas Extraction 8.3 −6.5
3 Carpets and Rugs 7.7 −5.6
4 Plastics, Synthetics, and Resins 7.0 −6.9
5 Canned, Frozen, and Preserved Fruits and Vegetables 6.6 −6.3
6 Dyeing and Finishing Textiles, except Wool and Knit Goods 6.5 −6.5
7 Structural Clay Products 3.9 −1.9
8 Agricultural Production, Crops 3.9 −3.8
9 Leather Products, except Footwear 3.3 −2.5
10 Blast Furnaces, Steelworks, Rolling and Finishing Mills 3.2 −2.5

The table reports 1990 tariff and change in tariff between 1990 and 2000 for 10 (out of 89) most protected industries. The top panel ranks the industries according to their imports-weighted average tariff; the bottom
panel ranks the industries by their tariff adjusted for Mexico’s revealed comparative advantage.

for Mexico’s revealed comparative advantage, tariffs in these
industries still fell the slowest. These are among the cloud of
industries well off the 45 degree line. Two industries (Dairy
Products; Printing, Publishing, and Allied Industries) actu-
ally experienced tariff increases between 1990 and 2000.
Clearly, although initial tariffs and tariff changes are highly
correlated, they have a lot of independent variation, and the
results will show that it is important to control for both of
these variables separately.

We have computed two versions of the local average tar-
iff. In one, all industries are treated in the same way; in the
second, we omit agriculture by setting its tariff equal to 0.
The reason for doing this is that aggregation of industries is
a particularly large problem for agriculture, as the Census
makes no distinction between different crops. We know that
corn, in particular, benefited greatly from NAFTA due to the
elimination of Mexican corn quotas, while other crops, such
as some vegetables, were likely hurt. However, with Census
aggregation, we are forced to apply the same tariff to all agri-
culture. This resulted in various farming areas of the Great
Plains, where corn is king, appearing, implausibly, in the
top ten most vulnerable conspumas (figure 2). To eliminate
this problem, we have performed parallel regressions with
agriculture omitted by artificially setting the agriculture tar-
iff equal to 0, and we report the two sets of regressions side
by side. The results are close to identical, but we refer to the
version without agriculture as our preferred specification.

Table 3 shows the conspumas with the highest and low-
est 1990 local average tariffs on Mexican goods, and hence
the most and least potential vulnerability to NAFTA (local
average tariffs with agriculture omitted is used). The list
is dominated by manufacturing areas of the Carolinas. The

least vulnerable locations include Washington, D.C., and its
suburbs in northern Virginia and Maryland. The relation-
ship between the 1990 local tariff levels and the decline in
local tariffs between 1990 and 2000 is mostly linear, but
with plenty of deviations (figure 3). The largest differences
between the initial local tariff and change in local tariff are
observed in a conspuma in the state of Missouri (initial tariff
is 2.98%; the change in tariff is −1.92%).

IV. Results

A. Basic Estimates

Table 4 shows the results for the main regression with all
right-hand-side variables and industry and conspuma fixed
effects. This is the estimation of equation (4), with clustering
of standard errors by conspuma, industry, and year, following
Cameron, Gelbach, and Miller (2006). To focus on the coef-
ficients of interest, we do not show the worker controls, but
they have unsurprising coefficients. Married white men enjoy
a wage premium; there is a concave age curve; and workers
with more education earn higher wages, ceteris paribus. The
effect of the dummy for location on the Mexican border is
both statistically insignificant and economically minuscule,
implying half a percentage point of additional wage growth
over a ten-year period. Evidently the experiences of towns
like Laredo and towns like Nogales cancel each other out on
average.

For each educational class k, the coefficients of interest
are the equivalent of the key parameters in equation (4): δ2,k ,
which are listed in table 4 as the initial-tariff effect for the
location-specific controls; δ4,k , listed as the impact effect for
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Figure 1.—Industry Tariff in 1990 and Tariff Decline
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The figures omit two industries (Dairy Products; Printing, Publishing, and Allied Industries) that
experienced tariff increase between 1990 and 2000, as well as those that faced 0 tariffs in 1990.

the location-specific controls; θ2,k , listed as the initial-tariff
effect for the industry-specific controls; and θ4,k , listed as the
impact effect for the industry-specific controls. In addition,
the values of δ2,k − δ4,k and θ2,k − θ4,k for the case with
agriculture excluded are reported in table 5, together with the
results of the test of the hypothesis that these differences are
equal to 0. We present results with and without agriculture
excluded for comparison; the results are very similar, and
we will focus on our preferred specification with agriculture
excluded throughout the paper.

Looking first at the location variables, we find point esti-
mates for high school dropouts of 12.68 for δ2,lhs and 14.79
for δ4,lhs (column 2 of table 4). Note first that the impact
effect is larger than the initial tariff effect, and table 5 shows
that δ2,lhs − δ4,lhs takes a value of −2.12, with a high level of
significance. In other words, among conspumas that lost their
protection quickly under NAFTA, those that appeared to be
very vulnerable had substantially lower wage growth for high
school dropouts than those with low initial tariffs. Recall-
ing that the most vulnerable conspumas had an initial local
average tariff in the neighborhood of 4%, this implies a drop
in wage growth over the 1990s of around 8 percentage points
in such a conspuma, a substantial difference. However, for

Figure 2.—Variation in Local Average Tariff

most high school dropouts, there is little effect; a 1 standard
deviation increase in vulnerability (from the bottom panel of
table 1) has an effect of (0.67) × (−2.11) = −1.41 percent-
age points of wage growth over the decade for a conspuma
that lost all of its protection by 2000. Similar comments
apply for high school graduates and for workers with some
college but with smaller magnitudes, while college gradu-
ates show much smaller, as well as statistically insignificant,
coefficients.

Turning now to the coefficients on the industry effects,
the first feature to point out is that, from table 4, the indus-
try effects θ2,k , θ4,k are less precisely estimated compared
to the corresponding δ2,k , δ4,k coefficients for the location
effects. However, from table 5, the differences θ2,k − θ4,k

are precisely estimated (apart from college graduates, for
whom the difference is not significantly different from 0).
Recall that the most highly protected industries had an ini-
tial value of tariff times RCA in the neighborhood of 8%;
high school dropouts in such an industry, if it lost its pro-
tection right away, would see wage growth of 17 percentage
points lower than similar workers in an industry that had had
no protection. Unlike the local tariffs, the effect of industry
tariffs is significant for high school dropouts who are not
at the extremes; a 1 standard deviation increase in the ini-
tial industry tariff (from the middle panel of table 1) has an
effect of 3.9×(−2.143) = −8.36 percentage points of wage

http://www.mitpressjournals.org/action/showImage?doi=10.1162/REST_a_00587&iName=master.img-000.jpg&w=228&h=142
http://www.mitpressjournals.org/action/showImage?doi=10.1162/REST_a_00587&iName=master.img-001.jpg&w=228&h=142
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Table 3.—Most and Least Vulnerable Conspumas, excluding Agriculture

Rank State Counties/Cities locτc
1990 (%) loc�τc

A: Top Ten Most Vulnerable Conspumas
1 Georgia Catoosa, Dade, Walker 4.74 −3.96
2 North Carolina Alamance, Randolph 4.41 −4.28
3 South Carolina Oconee, Pickens 4.24 −4.10
4 South Carolina Including Cherokee, Chester, Chesterfield, Clarendon 3.67 −3.53
5 South Carolina Anderson 3.62 −3.43
6 North Carolina Cabarrus, Rowan 3.54 −3.45
7 North Carolina Alexander, Burke, Caldwell 3.51 −3.26
8 South Carolina Including Abbeville, Edgefield, Fairfield 3.47 −3.32
9 North Carolina Cleveland, McDowell, Polk, Rutherford 3.46 −3.30
10 Indiana Gary 3.32 −2.64

B: Top Ten Least Vulnerable Conspumas

1 D.C. Washington 0.09 −0.08
2 Washington Kitsap 0.19 −0.18
3 Virginia Arlington 0.21 −0.18
4 Maryland Calvert, Charles, St. Mary’s County 0.23 −0.19
5 Montana including Flathead, Lincoln, Missoula, Ravalli 0.27 −0.24
6 Maryland including College Park, Hyattsville, Prince George’s 0.28 −0.24
7 Virginia Alexandria 0.29 −0.25
8 Montana Including Big Horn, Blaine, Carter, Chouteau 0.30 −0.24
9 South Dakota Including Aurora, Beadle, Bennett, Brule, Buffalo 0.30 −0.28
10 Iowa Calhoun, Hamilton, Humboldt, Pocahontas, Webster 0.30 −0.28

Figure 3.—Local Average Tariff in 1990 and Local Tariff Decline
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on agriculture set to 0.

growth over the decade. Again, the effect is much smaller
for high school graduates and those with some college, and
negligible (as well as statistically insignificant) for college
graduates.

The fact that both the location and the industry effects
hit blue-collar workers, especially high school dropouts, but
not college graduates suggests the possibility that the costs of
moving or of switching industries are larger for less educated
workers, so that more educated workers can adjust more
easily and arbitrage wage differences away.14

14 It should be noted that Artuç et al. (2010) looked for differences in
interindustry mobility costs and found no significant differences. However,
they used only two skill categories (some college and no college), had a
much smaller data set, and were not controlling for geographical mobility.

To sum up, both locational and industry variables are
highly statistically significant after controlling for a wide
range of personal characteristics. This suggests that both
costs of moving geographically and costs of switching indus-
tries are important. In addition, we find for blue-collar
workers a significant “Youngstown” effect in the data: more
vulnerable locations that lost their tariffs quickly had smaller
wage growth compared with locations that had no NAFTA
vulnerability at all, controlling for a broad range of per-
sonal characteristics. These effects are strongest for high
school dropouts and disappear for college graduates. (We
will show that this applies across industries, so that even
workers in a nontraded industry—waiting on tables in a
diner, for example—saw a sharp reduction in wages if
they were in a vulnerable location that lost its protection
quickly.)

In addition, the local labor market effects depend sep-
arately on the initial tariff and the change in tariff. Loca-
tions with high protection but that had not yet lost it saw
wages rise relative to the rest of the country, possibly
because of workers leaving the area and making labor more
scarce.15

15 The main story that emerges from table 5 is unaffected if one conducts
a simpler regression that ignores initial tariff effects altogether—in other
words, if one omits the δ2k and θ2k terms from equation (4) and regresses
wage growth over the 1990s on tariff changes between 1990 and 2000.
The results of this exercise tell a very similar story when compared with
their analogues in table 5. However, a closer, look reveals a very important
difference: the distributional story is nearly the opposite of what we find
in the main regression, in the sense that overall, the strongest local labor
market effects are borne by white-collar workers, whereas table 5 shows
that overall, the strongest local labor market effects are borne by blue-collar
workers. The difference is clearly important, but since these results result
from an unwarranted parameter restriction (δ2k = θ2k = 0), we reject them
in favor of our benchmark.
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Table 4.—Regression Results

Dependent Variable: Log Wage Including Excluding
Agriculture Agriculture

(1) (2)

Location Effect
Initial tariff effect

Less than high school × locτc
1990

× (Year = 2000)
8.17∗∗∗ 12.68∗∗∗

(1.206) (0.953)

High school × locτc
1990× (Year = 2000) 0.53 3.77∗∗∗

(0.754) (1.039)

Some college × locτc
1990× (Year = 2000) −4.47∗∗∗ 0.41

(0.516) (0.925)

College × locτc
1990× (Year = 2000) −6.32∗∗ −5.71

(2.912) (3.724)

Impact effect
Less than high school × loc�τc

× (Year = 2000)
8.66∗∗∗ 14.79∗∗∗

(1.239) (1.064)

High school × loc�τc× (Year = 2000) 0.12 4.69∗∗∗
(0.929) (1.305)

Some college × loc�τc× (Year = 2000) −4.91∗∗∗ 1.95
(0.808) (1.364)

College × loc�τc× (Year = 2000) −5.69∗ −4.78
(3.010) (3.762)

Industry Effect
Initial-tariff effect

Less than high school × RCAτ
j
1990

× (Year = 2000)
−3.81 2.28∗∗

(2.867) (1.109)

High school × RCAτ
j
1990× (Year = 2000) −0.94 1.17

(2.094) (1.416)

Some college × RCAτ
j
1990× (Year = 2000) −1.35 1.27

(2.116) (1.465)

College × RCAτ
j
1990× (Year = 2000) −2.84 −0.90

(1.947) (2.171)

Impact effect
Less than high school × RCA�τ j

× (Year = 2000)
−4.58 4.42∗∗∗

(4.006) (1.203)

High school × RCA�τ j× (Year = 2000) −0.68 2.40
(2.694) (1.759)

Some college × RCA�τ j× (Year = 2000) −0.99 2.71
(2.733) (1.837)

College × RCA�τ j× (Year = 2000) −3.12 −0.60
(2.449) (2.856)

N = 10,320,274. R2 = 0.31. The regressions include a constant, individual characteristics—age, age
squared, dummies for male, married, white, speaking English, three of education groups (college graduate
is the omitted category)—and a set of interaction terms specified in equation (4). Robust standard errors
in parentheses are clustered by conspuma, industry and year. Significant at ***1%, **5%, *10%.

B. Robustness

Measuring comparative advantage. To be sure that our
results are not driven by the way we measure our underlying
variables, we further examine various measures of compar-
ative advantage RCA j. Although we have argued (see note
13) that correcting for Mexico’s revealed comparative advan-
tage is important in measuring the effect of NAFTA tariff
changes, we have also run the main regression without this
correction—in effect, we use equation (1) to compute the
local average tariff, with RCA j ≡ 1—and we report results
in the online appendix, tables A1 and A2 column 2. The
results are similar to the benchmark specification, except
that both the initial tariff and impact effects are much larger,
and their difference is smaller in magnitude and significant in

Table 5.—Differences between Initial-Tariff and Impact Effect,

excluding Agriculture

Parameter Difference Point Estimate F-Value

Location effect
Less than high school, δ2,lhs − δ4,lhs −2.110∗∗∗ 11.59
High school graduate, δ2,hs − δ4,hs −0.915∗∗ 6.48
Some college, δ2,scol − δ4,scol −1.538∗∗∗ 7.51
College graduate, δ2,col − δ4,col −0.936 1.46

Industry effect
Less than high school, θ2,lhs − θ4,lhs −2.143∗∗∗ 16.33
High school graduate, θ2,hs − θ4,hs −1.232∗∗∗ 6.76
Some college, θ2,scol − θ4,scol −1.131∗∗∗ 6.90
College graduate, θ2,col − θ4,col −0.302 0.11

The table reports the overall impact on wages (computed as a difference between initial-tariff and impact
effect reported in column 2 of table 4) and its significance for each education group when a location or an
industry loses all of its protection within the sample period. Significant at ***1%, **5%, *10%.

fewer cases (and actually 0 for the case of locational effects
for high school dropouts). Note that with the correction for
RCA j removed, now nontraded sectors have a positive weight
in computation of the local tariffs (see note 3). If we fol-
low Kovak’s (2013) suggestion and omit nontraded workers
from the computation of local tariffs, we obtain the results
reported in the third column of tables A1 and A2. We find
that these are similar to the benchmark specifications but
with smaller magnitudes, and for industry effects, only the
high school dropout coefficient is significant. Finally, we
return to the benchmark specification and recalculate RCA j

using trade flows from 1980 rather than 1990 to eliminate
any possibility of endogeneity, with the results reported in
the last column of tables A1 and A2. The results are qualita-
tively as in the benchmark but with fewer significant results.
We conclude that our main results are not driven by our
handling of revealed comparative advantage.

Limiting the sample to service sector workers. In inter-
preting the main regression results, we have interpreted the
coefficients on the location variables as telling us about what
happens to a worker who is not in the tradable sector but
employed in close proximity to workers who are. In table 6,
we scrutinize that interpretation by limiting our sample only
to workers in the service sector and running the main regres-
sion again. Of course, the industry-specific variables cannot
be used in this exercise (apart from industry fixed effects),
since those are all derived from tariffs, which do not apply
to services. Again, standard errors are clustered by industry,
conspuma, and year.

Comparing the last four lines of table 6 with table 5 shows
almost identical point estimates. The table therefore confirms
that local labor market effects do indeed apply to workers
who are not employed in the tradable sector. Thus, a worker
waiting on tables in a town heavily dependent on NAFTA-
vulnerable jobs, although he or she is not employed in an
industry producing tradable output, is nonetheless harmed
indirectly by NAFTA, plausibly due to workers who are in a
contracting tradables industry seeking employment in local
nontraded industries, pushing those wages down, or due to
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Table 6.—Workers in Services, excluding Agriculture

Location effect
Less than high school × locτc

1990× (Year = 2000) 22.17∗∗∗
(1.277)

High school × locτc
1990× (Year = 2000) 7.86∗∗∗

(1.579)

Some college × locτc
1990× (Year = 2000) 1.83

(1.442)

College × locτc
1990× (Year = 2000) −5.14

(4.102)

Less than high school × loc�τc× (Year = 2000) 24.71∗∗∗
(1.323)

High school × loc�τc× (Year = 2000) 8.75∗∗∗
(1.978)

Some college × loc�τc× (Year = 2000) 3.26∗
(1.882)

College × loc�τc× (Year = 2000) −4.19
(4.202)

Differences between Initial Tariff and Impact Effect

Point Estimate F-Value

Less than high school, δ2,lhs − δ4,lhs −2.54∗∗∗ 15.01
High school graduate, δ2,hs − δ4,hs −0.93∗∗ 3.87
Some college, δ2,scol − δ4,scol −1.43∗∗∗ 7.01
College graduate, δ2,col − δ4,col −0.94 2.44

N = 7,489,403. R2 = 0.30. The top panel replicates the main regression results (excluding agriculture)
reported in column 2 of table 4 for a sample of service sector workers. The regression includes the full
vector of control variables. Robust standard errors in parentheses are clustered by conspuma, industry, and
year. The bottom panel reports the overall impact on wages and its significance when a location loses all
of its protection within the sample period, analogous to table 5. Significant at ***1%, **5%, *10%.

diminished incomes in that locality, reducing demand for
restaurant meals and other nontraded services.

C. Are the Results an Artifact of Omitted Trends?

A natural question arises from this exercise: Are the
right-hand-side variables merely picking up trends in wages
resulting from other forces? One might conjecture that pro-
tection had been concentrated in labor-intensive industries
that are vulnerable to increased imports from low-wage
economies, and the rise of imports from those economies
since 1990 has depressed wages in those industries at the
same time as their tariffs have come down. In that case, the
movements in wages that we observe are caused by the coin-
cident rise in imports from low-income economies and not
by NAFTA. In addition, there is the possibility that the tariff
changes we track are correlated with other aspects of glob-
alization, and so the effects that they are picking up are not
specific to trade with Mexico. For instance, U.S. MFN tar-
iffs also declined over this period according to staged duty
reductions under the Uruguay Round Agreements Act.

It turns out that this does not seem to be what drives our
results. We address this question in several ways. First, we
run a placebo regression, similar to an exercise in Autor
et al. (2013), in which wage changes from the 1980s,
before NAFTA, are regressed on our right-hand-side vari-
ables instead of wage changes in the 1990s. Second, if
the driving force was increases in imports from low-wage
economies, then Mexico’s share of U.S. imports would not
be correlated with wage changes, so we run a regression
using such shares in place of the tariff data. Third, to verify

Table 7.—Placebo Regression with 1980 and 1990 Wages:

Differences between Initial Tariff and Impact Effect

Parameter Difference Point Estimate F-Value

Location effect
Less than high school, δ2,lhs − δ4,lhs 5.20∗∗∗ 64.61
High school graduate, δ2,hs − δ4,hs 3.37∗∗∗ 22.62
Some college, δ2,scol − δ4,scol 4.15∗∗∗ 24.36
College graduate, δ2,col − δ4,col 2.49∗∗ 3.96

Industry effect
Less than high school, θ2,lhs − θ4,lhs −0.12 0.05
High school graduate, θ2,hs − θ4,hs −1.34∗∗ 5.12
Some college, θ2,scol − θ4,scol −1.46∗∗∗ 8.51
College graduate, θ2,col − θ4,col −0.71 0.36

The table reports the overall impact on wages (computed as a difference between initial tariff and impact
effect) and its significance when a location or an industry loses all of its protection within the sample
period, using 1980 and 1990 Census data and the same location and industry controls as in column 2 of
table 4. We omit agriculture by setting its tariff equal to zero. Significant at ***1%, **5%, *10%.

that we are not merely picking up effects of coincidental rises
in imports from China, we run our regression with imports
from China included. We discuss each of these in turn.

A placebo regression. To investigate the possibility that
we are merely picking up long-run trends that are correlated
with initial tariffs, we repeat the basic regression described
in equation (4) and reported in table 4, but with 1980 wages
in place of 1990 wages and 1990 wages in place of 2000
wages. This is, of course, not an interesting regression to run
in its own right, but it is useful as a test similar to the falsi-
fication exercise reported by Autor et al. (2013) in columns
4 to 6 of their table 2. If it produces coefficients similar to
what we find in the benchmark regression, then we seem to
be picking up preexisting trends rather than NAFTA effects.
Rather than report the full details of the regression, we show
the summary table 7, analogous to table 5. It is clear that
the patterns picked up in the main regression disappear com-
pletely. The coefficients corresponding to the location effects
change sign, and the coefficients corresponding to the indus-
try effects do not exhibit any pattern. It is not clear what
meaning, if any, to attach to the coefficients in table 7, but it
is clear that the source of the findings in our main regression
is not a preexisting trend.16

16 In addition, it can be shown that conspumas that had high local average
tariffs in 1990 and lost those tariffs by 2000 tended to have growing wages
and employment in the 1980s relative to other locations. There is no statis-
tically significant relationship at the industry level. Details are available on
request. To check that table 7 does not imply that we are merely picking up
reversion to the mean in our main regression, we run the main regression
with 1980 wages and with wage growth in the 1980s as controls. The results
of the main regression are unchanged; see online appendix table A7.

We have also experimented with using 2005 and 2010 Census data in the
placebo in place of the 1980–1990 data, using the much smaller American
Community Survey samples. These post-NAFTA samples produce coeffi-
cients with mostly the same sign as the benchmark regression, some larger
and some smaller, some significant and some not. We argue that this is not a
clean placebo, though, because tariffs were still being phased out over 2000
to 2010, which could explain the same sign of coefficients in the placebo
regressions as in the benchmark, and because the effects of earlier tariff
reductions could still be working themselves out over 2000 to 2010. Details
are available on request.
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Table 8.—Change in Mexican Import Shares, excluding Agriculture

Dependent Variable: Log Wage Change in Control for IV: Change in
Mexican Change in Share of Mexican
Import Chinese IV: Change Exports
Share Import Share in Tariffs to ROW

(1) (2) (3) (4)

Location effect
Less than high school × �Mc × (Year = 2000) −0.45 −0.64 −1.76∗∗∗ −15.05∗∗∗

(0.48) (0.46) (0.49) (1.40)

High school × �Mc× (Year = 2000) 1.20∗∗∗ 0.71∗∗∗ −0.54∗∗ −4.07∗∗∗
(0.17) (0.24) (0.24) (0.64)

Some college × �Mc× (Year = 2000) 0.23 −0.15 −2.36∗∗∗ −3.14∗∗∗
(0.15) (0.23) (0.18) (1.07)

College × �Mc× (Year = 2000) −0.14 −0.95∗∗ −2.26∗∗ −1.25
(0.42) (0.45) (0.92) (1.79)

Industry effect
Less than high school × �M j× (Year = 2000) −1.07∗∗∗ −1.03∗∗∗ −1.84∗∗∗ −2.85∗∗∗

(0.09) (0.09) (0.29) (0.25)

High school × �M j× (Year = 2000) −0.60∗∗∗ −0.53∗∗∗ −1.85∗∗∗ −2.07∗∗∗
(0.08) (0.09) (0.29) (0.24)

Some college × �M j× (Year = 2000) −0.52∗∗∗ −0.44∗∗∗ −1.46∗∗∗ −1.62∗∗∗
(0.10) (0.08) (0.35) (0.33)

College ×�M j× (Year = 2000) −0.07 −0.08 −0.22 −0.28
(0.16) (0.13) (0.49) (0.48)

N = 10,320,274. The regressions include a constant, individual characteristics, and a full set of interaction terms between education group and change in the share of Mexican imports at the industry and location
level. In all regressions, we omit agriculture by setting its share equal to 0. Robust standard errors in parentheses are clustered by conspuma, industry, and year. Significant at ***1%, **5%, *10%.

Mexican import shares. One concern with the results so
far is that they could reflect ongoing trends in globaliza-
tion more generally that just happen to be correlated with
the decline in tariffs on Mexican goods. To deal with this
concern, we perform a simple regression using changes in
Mexican import shares instead of tariffs, since if the effects
picked up in the main regression are really caused by a
general increase in imports that happens to be correlated
with the tariffs we use, then those effects will not be cor-
related with the share of Mexican imports in total imports.
For industry j at date t, we compute Mexico’s share, M j

t , in
U.S. imports of industry j goods. For each conspuma c, we
find the local average value of M j

t , with weights given by
employment shares in 1990 within the conspuma and denote
that local average as Mc

t . Figure A2 of the online appendix
shows considerable variation in the industry Mexican import
shares between 1990 and 2000, with Leather Tanning and
Finishing and Railroad Locomotives and Equipment expe-
riencing the largest increase (35 and 31 percentage points,
respectively). The largest drop in Mexican import share is
observed for industries Nonmetallic Mining and Quarrying,
Except Fuels and Agricultural Production, Livestock, 11.5
and 10.3 percentage points, respectively. From table 1, the
average change in Mexican import share across 89 traded
goods industries is 2.9 percentage points, and the average
change in local Mexican import share across all conspumas
is 0.7 percentage points.

We run a wage regression with the following right-
hand-side variables: the individual controls, industry, and
conspuma fixed effects as in the main regression, plus the
change in the industry Mexican import share, �M j, inter-
acted with education class and year 2000 dummies; and the
change in the local average Mexican import share, �Mc,
interacted with education class and year 2000 dummies. In

effect, in a simplified form, the Mexican import shares take
over the role of the U.S. tariffs on Mexican imports in the
main regression. This approach is similar in spirit to Bernard
et al. (2006) use of import penetration by low-wage coun-
tries (with parallels in Ebenstein et al., 2014, and Autor et al.,
2013). Descriptive statistics are included in table 1, and the
main results are shown in table 8 (we suppress all coeffi-
cient estimates except for the interactions with the change
in import share and year 2000 dummy, since those are the
coefficients of interest). Throughout table 8, we omit agri-
culture, in line with our preferred specification of the main
regression.

Note that this import share regression is not a convinc-
ing way of evaluating NAFTA effects, because Mexico’s
import shares can change for many reasons not associated
with NAFTA. Productivity shocks in Mexican industries can
affect the import shares, and the Mexican macrocrisis of the
mid-1990s may well have affected different industries dif-
ferentially. In addition, if, say, China doubles its exports of a
given product to the United States, that will push the Mexican
import share down and may push U.S. wages in that indus-
try down as well. For all of these reasons, this regression is
a much noisier method of inferring effects of NAFTA than
looking directly at policy, as in our main regression. How-
ever, it can still be useful because strong positive coefficients
make it less plausible that the benchmark findings are driven
by general globalization.

The first column of table 8 shows the simplest form of this
regression. In this regression, the location effects essentially
disappear. The location coefficients are mostly statistically
insignificant, and the point estimates multiplied by even the
largest change in location-average import share are econom-
ically negligible (−0.45×3.44% = −1.55% for high school
dropouts, for example, meaning less than 2 percentage points
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of reduced wage growth over 10 years for the most heavily
affected worker). The industry results, however, come out
more strongly than in the tariff regression. For each educa-
tion class except for college graduates, a rise in the Mexican
share of imports of the workers’ industry implies a statisti-
cally significant drop in wages relative to workers in other
industries. The effects are of significant magnitude as well.
For an industry whose Mexican import share went from 10%
to 20% (an increase of 10 percentage points, about 1 standard
deviation above the mean increase; see table 1), they imply a
drop in the cumulative growth of high school dropout wages
of 11 percentage points over the decade. For the maximum
rise in an industry’s Mexican import share, 35 percentage
points, the implied drop in cumulative wage growth for a
high school dropout is 37.5 percentage points, an enormous
deficit for a worker whose wages are already low.

The industry effects in column 1 of table 8 can put to bed
the hypothesis that the only thing being picked up in the
main regression is general liberalization. The fact that the
location effects do not show up in this regression is not ter-
ribly important for our purposes, since this regression is not
a reasonable way of measuring the effects of NAFTA. The
lack of significant coefficients for the location terms could
simply mean, for example, that the locations where wages
grew the slowest were where local employers were getting
hit by Chinese imports the hardest; here, the Mexican import
share would be falling. Exploring this possibility, in the sec-
ond column of table 8, we control for China’s import share
analogous to Mexico’s import share; we see essentially the
same coefficients on the industry effects, but the location
effects now start to turn negative and significant, suggesting
that part of the reason for the absence of location effects in
the first column is indeed correlation between movements
in the two countries’ import shares. Finally, we have experi-
mented with instrumenting for Mexico’s import share, with
both the change in the Mexico tariffs (column 3) and in
the ratio of Mexico’s exports to the ROW (excluding the
United States) to worldwide exports to the ROW (excluding
the United States) (column 4). In both of these IV regres-
sions, the location effects show up as mostly large, negative,
and significant.

We conclude that the data do indeed indicate very strong
Mexico-specific effects, and we are not simply picking up a
global liberalization trend.

China’s import shares. Perhaps the prime candidate for
a coincident trend that we could be picking up is the rise of
imports from China, which Autor et al. (2013) have shown
has had a strong effect on U.S. wages. As a final check to be
sure that we are not merely picking up a coincident trend,
we control explicitly for imports from China.

We add two variables to our basic specification in equation
(4): the share of imports for each industry that comes from
China and the employment-weighted local average of this
share for each conspuma. We interact the first difference of
both of these variables with the education class and year

Table 9.—Controlling for Chinese Import Share:

Differences between Initial Tariff and Impact Effect

Parameter Difference Point Estimate F-Value

Location effect
Less than high school, δ2,lhs − δ4,lhs −1.92∗∗∗ 11.74
High school graduate, δ2,hs − δ4,hs −1.15∗∗∗ 12.18
Some college, δ2,scol − δ4,scol −1.84∗∗∗ 16.88
College graduate, δ2,col − δ4,col −1.37∗ 3.63

Industry effect
Less than high school, θ2,lhs − θ4,lhs −2.38∗∗∗ 30.98
High school graduate, θ2,hs − θ4,hs −1.39∗∗∗ 8.57
Some college, θ2,scol − θ4,scol −1.38∗∗∗ 7.37
College graduate, θ2,col − θ4,col −0.29 0.11

The table reports the overall impact on wages when a location or an industry loses all of its protection
within the sample period, using initial tariff and impact effect reported in table A3 of the online appendix
(after controlling for changes in the share of Chinese imports). Significant at ***1%, **5%, *10%.

2000 dummies. The summary results are reported in table 9
analogous to table 5.17

It is clear from table 9 that the results are barely affected in
any substantive way by including trade with China. In partic-
ular, the more precisely estimated net effects are practically
identical with the results in table 5. Trade with China and
NAFTA appear to have had quite separate, distinguishable
effects.18

Conclusion on coincident trends. We have examined the
possibility that our regressions on the Mexico tariffs might
actually be picking up preexisting trends, coincident multi-
lateral trade liberalization, or the rise of imports from China
rather than a NAFTA effect. Each of these possibilities is
rejected by the data. The evidence suggests that there is a
pure NAFTA effect in addition to other pressures on U.S.
wages.

V. Nonwage Effects

To this point, we have focused on the effects of NAFTA
on wages. We now ask whether we can see an effect on
labor allocation across locations and on labor displacement
as measured by claims for Trade Adjustment Assistance.

A. Migration

If local labor market effects are indeed strong, as they
seem to be from the main regressions, then it is reason-
able to ask if this results in some workers moving out of
the locations that suffer the most adverse impacts, as Kovak
(2013) found in the case of Brazil. We explore that possibil-
ity in table 10. In the regression reported there, the dependent
variable is the change in the labor force of educational class
k, either employed or unemployed, in conspuma c between
1990 and 2000. We regress this on locτc

1990 and loc�τc to see

17 The full results for the variables of interest are included in table A3 of
the online appendix.

18 The coefficients on Chinese import shares generally show that a higher
rate of increase in that import share is associated with lower wage growth,
whereas a higher rate of increase in the local average of this share is corre-
lated with higher wage growth. Full results are available from the authors
on request.
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Table 10.—Labor Force Growth Regressions, excluding Agriculture

Dependent Variable: Less Than High School Some College College
� in Log Labor Force of High School Graduates Education Graduates

(1) (2) (3) (4)

Initial tariff, locτc
1990 −35.16∗∗∗ 6.21 19.04∗∗∗ 0.90

(7.873) (4.664) (6.099) (7.601)

Change in tariff, loc�τc −30.65∗∗∗ 5.28 17.66∗∗∗ −0.88
(8.472) (5.046) (6.439) (8.182)

R2 0.06 0.01 0.03 0.01

N = 543 conspumas. Robust standard errors in parentheses. Significant at ***1%, **5%, *10%.

if movements in workers are driven to a significant degree
by the initial tariff or by realized tariff changes.

Focusing on high school dropouts, the main message is
that a conspuma with a high level of protection that lost it by
2000 tended to lose high school dropouts over the 1990s rel-
ative to other conspumas (since −35.16+30.65 = −4.51 <

0; this difference is significant at the 1% level). This can
also be seen in figure A3 of the online appendix, which
plots the change in employment shares for each education
class against initial local tariff. The figure shows that highly
vulnerable conspumas tended to shed high school dropouts
over the 1990s. For a highly vulnerable conspuma with an
initial local average tariff of 4% that lost all of its protection
by 2000, this implies a loss of 18% of high school dropouts
over the decade.19

These results stand in contrast to findings in Autor et
al. (2013, 2014), who find no effect of import competition
from China on migration across commuting zones. Part of
the reason for the difference may be aggregation, since the
only group that we see as moving away from a NAFTA-
vulnerable conspuma is the high school dropout group. In
analyzing migration, Autor et al. (2013, table 4) separate
college-educated workers from non-college-educated work-
ers, and Autor et al. (table V) treat all workers together in
one regression. In addition, it is of course possible that the
China shock produced a different labor response than the
NAFTA shock did.

B. Trade Adjustment Assistance

Under the Trade Adjustment Assistance (TAA) program
administered by the U.S. Department of Labor, a worker can
petition the federal government for assistance in retraining
and temporary income assistance in the event that the worker
has been laid off due to rising imports or offshoring (Kondo,
2013). Consequently, if NAFTA did displace workers in a
given location, that should result in an increase in TAA
petitions filed in that location. Although a thorough inves-
tigation of the TAA response to NAFTA would be beyond
the scope of this paper, we can verify that there is indeed

19 These effects are not merely the result of high school dropouts leaving
the labor force. Repeating the regression with the log change in working-age
population for each educational class instead of the labor force provides sim-
ilar effects (online appendix table A4). The effect on high school dropouts
is −2.46, smaller than −4.5 but also significant at the 1% level.

a strong correlation between TAA petitions and NAFTA-
driven changes in local tariffs. We have obtained data on the
total number of TAA petitions filed between 1994 and 2000
by geographic location and cause, as well as the estimated
number of workers affected by these petitions.20 From the
descriptive statistics in table A5 of the online appendix, the
average conspuma had filed 25.2 TAA petitions during this
period, of which 3.1 specified Mexican competition and 16.6
were successful. The workers represented by these petitions
amounted on average to 1.5%, 1.1%, and 0.24% of the con-
spuma’s working-age population in 1990, respectively. The
results of a simple regression reported in table A6 of the
online appendix confirm that a drop in the local average tariff
is associated with an increase in the number of petitions and
affected workers covered by petitions. Thus, NAFTA-driven
tariff changes are strongly correlated with TAA petitions,
which Kondo (2013) has shown to be a useful measure of
import shocks more generally.

VI. Conclusion

We have examined the distributional effect of NAFTA
using U.S. Census data. Our focus is on the effects of reduc-
tions in U.S. tariffs on Mexican products under NAFTA on
the wages of U.S. workers.

Limitations on the mobility of workers both geograph-
ically and across industries appear to be very important,
because we find statistically and economically significant
effects of both local employment-weighted average tariffs
and industry tariffs on wages. We find that reductions in the
local average tariff are associated with substantial reductions
in the locality’s blue-collar wages, even for workers in the
service sector, while a reduction in the tariff of the industry
of employment generates additional substantial wage losses.
In other words, we have found both a Youngstown effect
and “textile” effect or a “footwear” effect. The blue-collar
diner worker in the footwear town is hurt by the agree-
ment, as is the blue-collar footwear-factory worker in a town
dominated with insurance companies. Worst hit of all is the
blue-collar footwear worker in a footwear town, particularly

20 The data at the congressional district level are from the Department of
Labor Trade Adjustment Assistance Consolidated Petitions Database pre-
pared by Public Citizen (www.citizen.org). We used a concordance between
congressional districts and Public-Use Microdata Areas (PUMAs) obtained
from the Census Bureau to map TAA petitions into conspumas.
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if that worker never finished high school. College-educated
workers skate away mainly unharmed.

Perhaps the main finding is that the distributional effects of
NAFTA are large for a highly affected minority of workers.
Whether we define highly affected industries as industries
that had been protected by a high tariff against Mexican
imports or as industries whose Mexican share of imports
rose quickly, the result is the same: Blue-collar workers
in highly affected industries saw substantially lower wage
growth than workers in other industries. Since studies of
aggregate welfare effects of NAFTA such as Romalis (2007)
and Caliendo and Parro (2015) find at most very small aggre-
gate U.S. welfare gains from NAFTA (the most optimistic
estimate is 0.2% in Caliendo & Parro, 2015), these distri-
butional effects suggest strongly that blue-collar workers in
vulnerable industries suffered large absolute declines in real
wages as a result of the agreement.21 This case study pro-
vides another example of the observation made by Rodrik
(1994) that trade policy tends to be characterized by large
redistributional effects and modest aggregate welfare effects,
and hence emphasizes once again the importance of identify-
ing the effects of trade on income distribution (see Harrison,
McLaren, & McMillan, 2011, for a recent survey).

21 However, it should be pointed out that measuring a change in real wages
at a given date is not the same as measuring welfare changes; for that, one
needs a structural model, for example, Artuç et al. (2010).

REFERENCES

Artuç, Erhan, Shubham Chaudhuri, and John McLaren, “Delay and Dynam-
ics in Labor Market Adjustment: Simulation Results,” Journal of
International Economics 75:1 (2008), 1–13.

——— “Trade Shocks and Labor Adjustment: A Structural Empirical
Approach,” American Economic Review 100:3 (2010), 1008–1045.

Austen, Ian, “Trade Pact Controversy in Democratic Race Reaches into
Canadian Parliament,” New York Times, March 7, 2008.

Autor, David H., David Dorn, and Gordon H. Hanson, “The China
Syndrome: Local Labor Market Effects of Import Competition
in the United States,” American Economic Review 103:6 (2013),
2121–2168.

Autor, David H., David Dorn, Gordon Hanson, and Jae Song, “Trade
Adjustment: Worker-Level Evidence,” Quarterly Journal of Eco-
nomics 129:4 (2014), 1799–1860.

Balassa, Bela, “Trade Liberalization and ‘Revealed’ Comparative Advan-
tage,” Manchester School 33 (1965), 99–123.

Bernard, Andrew B., J. Bradford Jensen, and Peter K. Schott, “Survival of
the Best Fit: Exposure to Low-Wage Countries and the (Uneven)
Growth of U.S. Manufacturing Plants,” Journal of International
Economics 68 (2006), 219–237.

Brown, Sherrod, Myths of Free Trade: Why American Trade Policy Has
Failed (New York: New Press, 2004).

Burfisher, Mary E., Sherman Robinson, and Karen Thierfelder, “The
Impact of NAFTA on the United States,” Journal of Economic
Perspectives 15:1 (2001), 125–144.

Caliendo, Lorenzo, and Fernando Parro, “Estimates of the Trade and
Welfare Effects of NAFTA,” Review of Economic Studies 82:1
(2015), 1–44.

Cameron, A. Colin, Jonah B. Gelbach, and Douglas L. Miller, “Robust Infer-
ence with Multi-Way clustering,” NBER technical working paper
0327 (2006).

Chiquiar, Daniel, “Globalization, Regional Wage Differentials and the
Stolper-Samuelson Theorem: Evidence from Mexico,” Journal of
International Economics 74 (2008), 70–93.

Duggan, Paul, “NAFTA a Mixed Blessing for Laredo,” Washington Post,
April 18, 1999, A17.

Ebenstein, Avraham, Ann Harrison, Margaret McMillan, and Shannon
Phillips, “Estimating the Impact of Trade and Offshoring on Amer-
ican Workers Using the Current Population Surveys,” this review

96:4 (2014), 581–595.
Feenstra, Robert C., John Romalis, and Peter K. Schott, “U.S. Imports,

Exports, and Tariff Data, 1989–2001,” NBER working paper 9387
(2002).

Hakobyan, Shushanik, “Accounting for Underutilization of Trade Pre-
ference Programs: The U.S. Generalized System of Preferences,”
Canadian Journal of Economics 48:2 (2015), 408–436.

Hanson, Gordon H., “Globalization, Labor Income, and Poverty in Mex-
ico,” in Ann Harrison, ed., Globalization and Poverty (Chicago:
University of Chicago Press, 2007).

Harrison, Ann, John McLaren, and Margaret S. McMillan, “Recent
Findings on Trade and Inequality,” Annual Review of Economics
3 (2011), 261–289.

Hasan, Rana, Devashish Mitra, and Beyza P. Ural, “Trade Liberaliza-
tion, Labor-Market Institutions, and Poverty Reduction: Evidence
from Indian States,” in Suman Bery, Barry Bosworth, and Arvind
Panagariya, eds., India Policy Forum 2006/7, vol. 3, 71–122.

Kennan, John, and James R. Walker, “The Effect of Expected Income on
Individual Migration Decisions,” Econometrica 79:1 (2011), 211–
251.

Kondo, Illenin “Trade Reforms, Foreign Competition, and Labor Market
Adjustments in the U.S.,” Federal Reserve Board working paper
(2013).

Kovak, Brian K., “Regional Effects of Trade Reform: What Is the Cor-
rect Measure of Liberalization?” American Economic Review 103:5
(2013), 1960–1976.

Kumar, Anil, “Did NAFTA Spur Texas Exports?” Southwest Economy
(Federal Reserve Bank of Dallas) (March–April, 2006), 3–7.

Leonhardt, David, “The Politics of Trade in Ohio,” New York Times,
February 27, 2008.

Pavcnik, Nina, Orazio Attanasio, and Pinelopi Goldberg, “Trade Reforms
and Income Inequality in Colombia,” Journal of Development
Economics 74 (2004), 331–366.

Prina, Silvia, “Who Benefited More from NAFTA: Small or Large
Farmers? Evidence from Mexico,” Review of Development Econom-
ics 17:3 (2013), 594–608.

——— “Effects of Border Price Changes on Agricultural Wages and
Employment in Mexico,” Journal of International Development
27:1 (2015), 112–132.

Revenga, Ana L., “Exporting Jobs? The Impact of Import Competition on
Employment and Wages in U.S. Manufacturing,” Quarterly Journal
of Economics 107:1 (1992), 255–284.

Robertson, Raymond, “Relative Prices and Wage Inequality: Evidence
from Mexico,” Journal of International Economics 64 (2004),
387–409.

Rodrik, Dani, “The Rush to Free Trade in the Developing World: Why So
Late? Why Now? Will It Last?” in Stephan Haggard and Steven
B. Webb, eds., Voting for Reform: Democracy, Political Liberal-
ization, and Economic Adjustment (New York: Oxford University
Press, 1994).

Romalis, John, “NAFTA’s and CUSFTA’s Impact on International Trade,”
this review 89:3 (2007), 416–435.

Ruggles, Steven, J. Trent Alexander, Katie Genadek, Ronald Goeken,
Matthew B. Schroeder, and Matthew Sobek, “Integrated Public
Use Microdata Series: Version 5.0” [machine-readable database]
(Minneapolis: University of Minnesota, 2010).

Topalova, Petia, “Trade Liberalization, Poverty and Inequality: Evidence
from Indian Districts” (pp. 870–895), in Ann Harrison, ed., Global-
ization and Poverty (Chicago: University of Chicago Press, 2007).

Trefler, Daniel, “The Long and Short of the Canada-U.S. Free Trade
Agreement,” American Economic Review 94:4 (2004), 870–895.

https://www.mitpressjournals.org/action/showLinks?crossref=10.1016%2Fj.jinteco.2007.11.003&citationId=p_1
https://www.mitpressjournals.org/action/showLinks?crossref=10.1016%2Fj.jinteco.2007.11.003&citationId=p_1
https://www.mitpressjournals.org/action/showLinks?crossref=10.1257%2F0002828042002633&citationId=p_34
https://www.mitpressjournals.org/action/showLinks?crossref=10.1093%2Fqje%2Fqju026&citationId=p_5
https://www.mitpressjournals.org/action/showLinks?crossref=10.1093%2Fqje%2Fqju026&citationId=p_5
https://www.mitpressjournals.org/action/showLinks?crossref=10.1016%2Fj.jinteco.2007.05.009&citationId=p_12
https://www.mitpressjournals.org/action/showLinks?crossref=10.1016%2Fj.jinteco.2007.05.009&citationId=p_12
https://www.mitpressjournals.org/action/showLinks?crossref=10.1002%2Fjid.2814&citationId=p_27
https://www.mitpressjournals.org/action/showLinks?crossref=10.1257%2Fjep.15.1.125&citationId=p_9
https://www.mitpressjournals.org/action/showLinks?crossref=10.1257%2Fjep.15.1.125&citationId=p_9
https://www.mitpressjournals.org/action/showLinks?crossref=10.1111%2Fcaje.12131&citationId=p_16
https://www.mitpressjournals.org/action/showLinks?crossref=10.3982%2FECTA4657&citationId=p_20
https://www.mitpressjournals.org/action/showLinks?crossref=10.1257%2Faer.100.3.1008&citationId=p_2
https://www.mitpressjournals.org/action/showLinks?crossref=10.1111%2Fj.1467-9957.1965.tb00050.x&citationId=p_6
https://www.mitpressjournals.org/action/showLinks?crossref=10.2307%2F2118329&citationId=p_28
https://www.mitpressjournals.org/action/showLinks?crossref=10.2307%2F2118329&citationId=p_28
https://www.mitpressjournals.org/action/showLinks?crossref=10.1093%2Frestud%2Frdu035&citationId=p_10
https://www.mitpressjournals.org/action/showLinks?crossref=10.1016%2Fj.jdeveco.2003.07.001&citationId=p_25
https://www.mitpressjournals.org/action/showLinks?crossref=10.1016%2Fj.jinteco.2005.06.002&citationId=p_7
https://www.mitpressjournals.org/action/showLinks?crossref=10.1016%2Fj.jdeveco.2003.07.001&citationId=p_25
https://www.mitpressjournals.org/action/showLinks?crossref=10.1016%2Fj.jinteco.2005.06.002&citationId=p_7
https://www.mitpressjournals.org/action/showLinks?crossref=10.1016%2Fj.jinteco.2003.06.003&citationId=p_29
https://www.mitpressjournals.org/action/showLinks?crossref=10.1146%2Fannurev.economics.102308.124451&citationId=p_18
https://www.mitpressjournals.org/action/showLinks?crossref=10.1257%2Faer.103.5.1960&citationId=p_22
https://www.mitpressjournals.org/action/showLinks?crossref=10.1257%2Faer.103.6.2121&citationId=p_4
https://www.mitpressjournals.org/action/showLinks?crossref=10.1111%2Frode.12053&citationId=p_26
https://www.mitpressjournals.org/action/showLinks?crossref=10.1111%2Frode.12053&citationId=p_26


This article has been cited by:

1. Joachim Klement. 2021. Geo-Economics Chapter 4: International Economic Cooperation. SSRN Electronic Journal . [Crossref]
2. Asli Leblebicioğlu, Ariel Weinberger. 2021. Openness and factor shares: Is globalization always bad for labor?. Journal of International

Economics 128, 103406. [Crossref]
3. Nazmus Sadat Khan. 2020. Revisiting the effects of NAFTA. Economic Analysis and Policy 68, 1-16. [Crossref]
4. Marius Faber. 2020. Robots and reshoring: Evidence from Mexican labor markets. Journal of International Economics 127, 103384.

[Crossref]
5. David Riker. 2020. Estimating U.S. import penetration in sub-national regions. The Journal of International Trade & Economic

Development 29:7, 891-906. [Crossref]
6. Gavin Wright. 2020. Voting Rights, Deindustrialization, and Republican Ascendancy in the South. Institute for New Economic Thinking

Working Paper Series 1-61. [Crossref]
7. Xi He. 2020. US agricultural exports and labor market adjustments. Agricultural Economics 51:4, 609-621. [Crossref]
8. Rafael Di Tella, Dani Rodrik. 2020. Labour Market Shocks and the Demand for Trade Protection: Evidence from Online Surveys.

The Economic Journal 130:628, 1008-1030. [Crossref]
9. Daniel G. Garrett, Eric Ohrn, Juan Carlos Suárez Serrato. 2020. Tax Policy and Local Labor Market Behavior. American Economic

Review: Insights 2:1, 83-100. [Crossref]
10. Jeremy G. Weber. 2020. How Should We Think about Environmental Policy and Jobs? An Analogy with Trade Policy and an

Illustration from U.S. Coal Mining. Review of Environmental Economics and Policy 14:1, 44-66. [Crossref]
11. Jing‐Lin DUANMU, Russell PITTMAN. 2019. THE RESPONSE OF STATE‐OWNED ENTERPRISES TO IMPORT

COMPETITION: EVIDENCE FROM CHINESE MANUFACTURING FIRMS. Annals of Public and Cooperative Economics 90:4,
577-613. [Crossref]

12. Eleni Chatzivgeri, Haroon Mumtaz, Daniela Tavasci, Luigi Ventimiglia. 2019. Common and country specific factors in the distribution
of real wages. Economics Letters 184, 108582. [Crossref]

13. Seung‐hun Chung, Jung Dae Bae. 2019. The response of U.S. regional demographics to import shocks. Growth and Change 50:3,
969-1005. [Crossref]

14. Brian Nolan, Matteo G. Richiardi, Luis Valenzuela. 2019. THE DRIVERS OF INCOME INEQUALITY IN RICH COUNTRIES.
Journal of Economic Surveys 33:4, 1285-1324. [Crossref]

15. Zexing Chen, Bing Li, Tao Li. 2019. Exports and left-behind children : Empirical evidence from the China Migrants Dynamic Survey.
Review of International Economics 27:4, 1081-1107. [Crossref]

16. Jeff Chan. 2019. Tariffs and the Composition of Employment: Evidence from the Canada–US Free Trade Agreement. Canadian Public
Policy 45:3, 342-365. [Crossref]

17. Leonardo Baccini. 2019. The Economics and Politics of Preferential Trade Agreements. Annual Review of Political Science 22:1, 75-92.
[Crossref]

18. Brian Beach, John Lopresti. 2019. LOSING BY LESS? IMPORT COMPETITION, UNEMPLOYMENT INSURANCE
GENEROSITY, AND CRIME. Economic Inquiry 57:2, 1163-1181. [Crossref]

19. Rafael Dix-Carneiro, Brian K. Kovak. 2019. Margins of labor market adjustment to trade. Journal of International Economics 117,
125-142. [Crossref]

20. Erhan Artuc, Gladys Lopez-Acevedo, Raymond Robertson, Daniel Samaan. The South Asian Paradox 15-32. [Crossref]
21. Erhan Artuc, Gladys Lopez-Acevedo, Raymond Robertson, Daniel Samaan. The Methodology 63-80. [Crossref]
22. Oscar Bajo-Rubio, Ho-Don Yan. Globalization and Populism 229-252. [Crossref]
23. Erin Trouth Hofmann, E. Miranda Reiter. 2018. Geographic Variation in Sex Ratios of the US Immigrant Population: Identifying

Sources of Difference. Population Research and Policy Review 37:3, 485-509. [Crossref]
24. Dani Rodrik. 2018. Populism and the economics of globalization. Journal of International Business Policy 1:1-2, 12-33. [Crossref]
25. Bernard Hoekman, Douglas R Nelson. 2018. Reflecting on populism and the economics of globalization. Journal of International

Business Policy 1:1-2, 34-43. [Crossref]
26. Dani Rodrik. 2018. What Do Trade Agreements Really Do?. Journal of Economic Perspectives 32:2, 73-90. [Crossref]
27. Teresa C. Fort, Justin R. Pierce, Peter K. Schott. 2018. New Perspectives on the Decline of US Manufacturing Employment. Journal

of Economic Perspectives 32:2, 47-72. [Crossref]
28. Jason S Spicer. 2018. Electoral Systems, Regional Resentment and the Surprising Success of Anglo-American Populism. Cambridge

Journal of Regions, Economy and Society 11:1, 115-141. [Crossref]

https://doi.org/10.2139/ssrn.3760691
https://doi.org/10.1016/j.jinteco.2020.103406
https://doi.org/10.1016/j.eap.2020.08.001
https://doi.org/10.1016/j.jinteco.2020.103384
https://doi.org/10.1080/09638199.2020.1758199
https://doi.org/10.36687/inetwp135
https://doi.org/10.1111/agec.12575
https://doi.org/10.1093/ej/ueaa006
https://doi.org/10.1257/aeri.20190041
https://doi.org/10.1093/reep/rez016
https://doi.org/10.1111/apce.12246
https://doi.org/10.1016/j.econlet.2019.108582
https://doi.org/10.1111/grow.12317
https://doi.org/10.1111/joes.12328
https://doi.org/10.1111/roie.12416
https://doi.org/10.3138/cpp.2018-080
https://doi.org/10.1146/annurev-polisci-050317-070708
https://doi.org/10.1111/ecin.12758
https://doi.org/10.1016/j.jinteco.2019.01.005
https://doi.org/10.1596/978-1-4648-1248-4_ch1
https://doi.org/10.1596/978-1-4648-1248-4_ch3
https://doi.org/10.1007/978-981-13-6462-4_10
https://doi.org/10.1007/s11113-018-9469-1
https://doi.org/10.1057/s42214-018-0001-4
https://doi.org/10.1057/s42214-018-0003-2
https://doi.org/10.1257/jep.32.2.73
https://doi.org/10.1257/jep.32.2.47
https://doi.org/10.1093/cjres/rsx029


29. William R Kerr. 2018. Heterogeneous Technology Diffusion and Ricardian Trade Patterns. The World Bank Economic Review 32:1,
163-182. [Crossref]

30. John McLaren, Xiangjun Ma. 2018. A Swing-State Theorem, with Evidence. SSRN Electronic Journal . [Crossref]
31. Jeremy Weber. 2018. On Environmental Policy and Jobs: An Analogy with Trade and an Illustration with Coal. SSRN Electronic

Journal . [Crossref]
32. Rafael Dix-Carneiro, Brian K. Kovak. 2017. Trade Liberalization and Regional Dynamics. American Economic Review 107:10,

2908-2946. [Crossref]
33. John McLaren. 2017. Globalization and Labor Market Dynamics. Annual Review of Economics 9:1, 177-200. [Crossref]
34. Klaus E. Meyer. 2017. International business in an era of anti-globalization. Multinational Business Review 25:2, 78-90. [Crossref]
35. Jevan Cherniwchan. 2017. Trade liberalization and the environment: Evidence from NAFTA and U.S. manufacturing. Journal of

International Economics 105, 130-149. [Crossref]
36. Felipe Benguria. 2017. Worker Adjustment to Trade Shocks: Where You Work or What You Do?. SSRN Electronic Journal . [Crossref]
37. Felipe Benguria, Josh Ederington. 2017. Decomposing the Effect of Trade on the Gender Wage Gap. SSRN Electronic Journal .

[Crossref]
38. Shushanik Hakobyan, John McLaren. 2017. NAFTA and the Gender Wage Gap. SSRN Electronic Journal . [Crossref]
39. Jonas Gamso, Robert E. Grosse. 2017. NAFTA 2.0 What Should Be Next?. SSRN Electronic Journal . [Crossref]
40. Dani Rodrik. 2017. Populism and the Economics of Globalization. SSRN Electronic Journal . [Crossref]
41. John McLaren. 2017. Globalization and Labor Market Dynamics. SSRN Electronic Journal . [Crossref]
42. B. Peter Rosendorff. 2017. Globalization and the Erosion of Liberal Democracy. SSRN Electronic Journal . [Crossref]
43. Simon Galle, Andres Rodriguez-Clare, Moises Yi. 2017. Slicing the Pie: Quantifying the Aggregate and Distributional Effects of

Trade. SSRN Electronic Journal . [Crossref]
44. Yulin Hou, Yun Wang. 2016. Gravity Channels in Trade. SSRN Electronic Journal . [Crossref]
45. Brian Beach, John Lopresti. 2016. Losing by Less? Import Competition, Unemployment Insurance Generosity, and Crime. SSRN

Electronic Journal . [Crossref]
46. Andrew Greenland, John Lopresti, Peter McHenry. 2016. Import Competition and Internal Migration. SSRN Electronic Journal .

[Crossref]
47. Andrew Greenland, John Lopresti. 2013. The Good News About Disappearing Jobs: U.S. High School Dropout Rates and Import

Exposure. SSRN Electronic Journal . [Crossref]

https://doi.org/10.1093/wber/lhx002
https://doi.org/10.2139/ssrn.3140070
https://doi.org/10.2139/ssrn.3301255
https://doi.org/10.1257/aer.20161214
https://doi.org/10.1146/annurev-economics-063016-103720
https://doi.org/10.1108/MBR-03-2017-0017
https://doi.org/10.1016/j.jinteco.2017.01.005
https://doi.org/10.2139/ssrn.2904100
https://doi.org/10.2139/ssrn.2907094
https://doi.org/10.2139/ssrn.2958842
https://doi.org/10.2139/ssrn.2967014
https://doi.org/10.2139/ssrn.2992819
https://doi.org/10.2139/ssrn.3005630
https://doi.org/10.2139/ssrn.3084222
https://doi.org/10.2139/ssrn.3086510
https://doi.org/10.2139/ssrn.2836996
https://doi.org/10.2139/ssrn.2838774
https://doi.org/10.2139/ssrn.2880515
https://doi.org/10.2139/ssrn.2262919

